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A de Finetti-style Result for Polygons Drawn from the Symmetric Measure

Michael Berglund∗

(Dated: December 15, 2014)

There is a natural intuition that, given a largen, the distributions of small segments of a randomly
sampled polygonal chain and those of a randomly sampled closed polygonal chain (drawn from the
subspace measure of course), should be very similar. We showthat this is the case for the symmetric
measure on polygon spaces, and provide explicit bounds on the total variation between these two
distributions.

1. INTRODUCTION

Let us begin by defining the symmetric measure for polygons, introduced in [3]. This measure
is defined as a pushforward, so we will first define the spaces and maps involved. SetArmd(n)
to be the moduli space ofn-edged polygonal chains inRd up to translations and dilations, and set
Pold(n) to be the subspace consisting of the closed polygons.

Next, setS : Cn → Cn to be the map which squares each coordinate, and setH : Hn → Hn

to be the map from then-dimensional module over the division ring of quaternions which applies
the Hopf map (q 7→ qiq) to each coordinate. It is important to note that the Hopf mapsends
any quaternion to a purely imaginary quaternion, in such as way that it produces the fiber bundle

S1 → H
Hopf−−−→ R3.

We then note that by considering each polygonal chain as an ordered list of edge vectors,
Arm2(n) can be identified with the subspace{~z ∈ Cn :

∑n
i=1 |zi| = 2}, and thatArm3(n)

can be identified with the subspace{~x ∈ (R3)n :
∑n

i=1 ‖xi‖ = 2}1.

In this way, we can viewS as a map fromS2n−1(
√
2) → Arm2(n) andH as a map from

S4n−1(
√
2) → Arm3(n). Finally, the symmetric measure onArmd(n) is the pushforward of the

Haar measure on the appropriate sphere.

Under the embedding of{~a,~b} 7→ ~a+ i~b, it is not hard to show that the Stiefel manifoldV2(Rn)
is precisely the preimage ofPol2(n). Likewise, under the embedding of{~a,~b} 7→ ~a + j~b, we see
thatV2(Cn) is the preimage ofPol3(n). Finally, observe that under these embeddings the subspace
measure agrees with the pushforward of the Haar measure. Finally, we explicitly mention the
following fact: the Haar measure onSk is invariant under the permutations of the coordinates, and
so we find that the symmetric measure for polygons is invariant under permutations of the edge
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vectors. More in depth detail of this construction can be found in [3].

2. THE PLANAR CASE

We may sample ann-edge polygon from the symmetric measure onPol2(n) by applying the
mapS to a 2-frame sampled from the Haar measure onV2(R

n). This 2-frame may in turn may be
obtained by sampling a matrix from the Haar measure onO(n) and taking the first two columns.
Likewise, we may sample ann-edge arm from the symmetric measure onArm2(n) by applying
S to a point sampled from the spherical measure onS2n−1(

√
2). Since these utilize the same

map, if we are interested in the distribution of the first few edges of polygons sampled from the
symmetric measure, we need only focus on the distributions of the first few coordinates of{~v =
(x1, y1, x2, y2, . . . , xn, yn) ∈ R2n : ‖v‖2 = 2} under the embeddings ofV2(Rn) andS2n−1(

√
2)

into R2n.

Theorem 1 (From [5]). Suppose thatZ is the r × s upper block of a random matrixU which
is uniform onO(n), implying that it has mean 0 and covariance of1

nIr ⊗ Is. LetX be anrs
multivariate normal distribution with the same mean and covariance. Then, provided that

r + s + 2 < n, the total variation distance between the law ofZ and the law ofX is bounded by

B(r, s;n) = 2
((

1− r+s+2
n

)−c − 1
)

, wherec = t2

2 andt =min(r, s).

Here,A⊗B is the Kronecker product ofA andB, given by:

Definition 2. WhereA = (ai,j) is anm× n matrix andB = (bi,j) is ap× q matrix we define the
Kronecker productA⊗B to be themp× nq matrix, given in block form as



a1,1B . . . a1,nB

...
. . .

...
am,1B . . . am,nB




Theorem 3 (From [6].). LetQn,r,k be the law of(ξ1, . . . , ξk) when(ξ1, . . . , ξk, ξk+1, . . . , ξn) is

uniformly distributed over the surface of the sphere

{
ξ :

n∑

i=1

ξ2i = r2

}
. Let P k

σ be the law of

σζ1, . . . , σζk where theζ are independent standard normals. Then the total variationdistance
betweenQn,r,k andP k

r/
√
n

is bounded by2 k+3
n−k−3 , for 1 ≤ k ≤ n− 4.

The polygonal chains we wish to sample are being drawn from precisely the distributions that
these theorems are concerned with. Moreover, they are supplying an upper bound on much they
differ from a normal distribution. We will now use this to bound the total variation distance be-
tween the distribution of small collections of edges in high-dimensional polygons sampled from
the respective symmetric measures onPol2(n) andArm2(n).
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Theorem 4. Let P (k, n) be the law of the firstk-edged segment of a randomn-edged closed
polygon sampled under the symmetric measure onPol2(n), andA(k, n) be the law of the first
k-edged segment of a randomn-edged arm sampled under the symmetric measure onArm2(n).
If 1 ≤ k ≤ n − 2, then we have that the total variation betweenP (k, n) andA(k, n) is bounded

above byB2(k, n) = 2
(

2k+3
2n−2k−3 +

(2n−k−4)(k+4)
(n−k−4)2

)
.

Proof. First, notice thatP (k, n) is given by the law ofZ, thek × 2 upper left block of a matrix
sampled uniformly onO(n). Likewise,A(k, n) would be the law of the first2k coordinates of a

point sampled from the sphere

{
ξ :

2n∑

i=1

ξ2i = (
√
2)2

}
. To use Theorems 1 and 3, we will needX,

the2k multivariate normal distribution with mean 0 and covariance matrix 1
nI2k, andP 2k√

2/
√
2n

, the

law of 1√
n
ζ1, . . . ,

1√
n
ζ2k with theζi independent standard normals. Here we find that thisP 2k

1/
√
n

is
a multivariate distribution with mean 0 and covariance given by
(

1√
n
I2k

)(
1√
n
I2k

)
⊺

= 1
nI2k, so we see thatX andP 2k

1/
√
n

are multivariate normal distributions

with the same mean and covariance. This distribution is often denoted byN

(
0,

1

n
I2k

)
. Since

total variation is a norm on measures, it satisfies the triangle inequality. We then find that:

‖P (k, n) −A(k, n)‖ ≤ ‖Z −X‖+ ‖P 2k
1/

√
n −Qn,

√
2,2k‖ (1)

≤ 2

((
1− k + 4

n

)−2

− 1

)
+ 2

(
2k + 3

2n− 2k − 3

)
(2)

= 2

(
(2n− k − 4)(k + 4)

(n− k − 4)2
+

2k + 3

2n− 2k − 3

)
. (3)

Proposition 5. B2(k, n) is asymptotic to6k+19
n .

Before moving on, let us take a moment to discuss this bound inmore detail: It should be
pointed out thatB2(k, n) is decreasing to this asymptotic. Specifically, for anyk < n

2 , we will
haveB2(k, n) >

6k+19
n . Nonetheless, if we wanted to letk grow with n, then as long ask is

o(n) [for examplek = λnp for anyp ∈ [0, 1) andλ ∈ (0,∞)], we have thatlim
n→∞

B2(k, n) = 0.

Likewise, if we writek = αn, we see that:

lim
n→∞

B2(αn, n) = lim
n→∞

2

(
(2n− αn − 4)(αn + 4)

(n− αn− 4)2
+

2αn + 3

2n− 2αn − 3

)
(4)

= 2

(
(2− α)α

(1− α)2
+

α

1− α

)
(5)

=
2α(3 − 2α)

(1− α)2
. (6)
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Setting up this quadratic inequality, we quickly find that for α > 4−
√
11

5 ≃ 0.136675, this limit,
2α(3−2α)
(1−α)2

, is greater than 1. We point this out, as this tells us that as long as, in the limit,k < 13%

of n, we can glean some information about the distribution ofk-edged segments in Pol2(n) by
virtue of our knowledge of the distribution ofk-edged segments inArm2(n).

Definition 6. Call a function f : Armd(n) → R a k-edged locally defined function if
f([~e1, ~e2, . . . , ~ek, ~u1, . . . , ~un−k]) = f([~e1, ~e2, . . . , ~ek, ~v1, . . . , ~vn−k]) for all ~ei, ~uj , ~vj ∈ Rd,

i ∈ {1, 2, . . . , k}, j ∈ {1, 2, . . . , n − k}.

Theorem 7. Let f be an essentially bounded,k-edged locally defined function. Then the expec-
tation of f overPol2(n) may be approximated by the expectation off overArm2(n) to within
MB2(k, n), whereM is a bound forf almost everywhere.

Proof. The expectation off overArm2(n), EArm2(n)(f), is given by
∫
Arm2(n)

fµA, whereµA is
the symmetric measure onArm2(n). Likewise, the expectation off over Pol2(n), EPol2(n)(f), is
given by

∫
Pol2(n)

fνP , whereνP is the symmetric measure onArm2(n). Sincef is a

k-edged locally defined function, we may integrate out the last n− k edges to obtain

EArm2(n) =
∫
A2(k)

f(q)µkn, whereµkn is the law of the firstk edges of a polygon sampled from the

symmetric measure onArm2(n). Similarly, we can see thatEPol2(n) =
∫
A2(k)

f(q)νkn, whereνkn
is the law of the firstk edges of a polygon sampled from the symmetric measure on Pol2(n). We
may therefore write:

|EPol2(n)(f)− EArm2(n)(f)| = |
∫
fνkn −

∫
fµkn| (7)

= |
∫
f(νkn − µkn)| (8)

≤ ‖f‖∞‖νkn − µkn‖TV (9)

≤ ‖f‖∞B2(k, n). (10)

Corollary 8. Let f be an essentially bounded,k-edged locally defined function. LetEp(n) stand
for the expectation off over Pol2(n), andEa(n) stand for the expectation off overArm2(n).
Further, letẼp(n) stand for the expectation of the sum off over a polygon inPol2(n), by which

we mean the expectation of the quantity
n∑

i=1

f(e1+i, e2+i, . . . , en+i), where the indices are taken

modulon. Likewise, let̃Ea(n) stand for the expectation of the sum off over a polygon inArm2(n).

Provided that lim
n→∞

nEa(n) = ∞, then lim
n→∞

Ep(n)

Ea(n)
= 1 and lim

n→∞
Ẽp(n)

Ẽa(n)
= 1.
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Proof. From Theorem7, we see thatEa(n) − MB2(k, n) ≤ Ep(n) ≤ Ea(n) + MB2(k, n).

Dividing through byEa(n), this becomes1−M
B2(k,n)
Ea(n)

≤ Ep(n)
Ea(n)

≤ 1 +M
B2(k,n)
Ea(n)

. From Propo-

sition 5, we see thatB2(k, n) is asymptotic to6k+19
n . This, in addition to our assumption on

lim
n→∞

nEa(n), tells us that lim
n→∞

M
B2(k, n)

Ea(n)
= lim

n→∞
M

6k + 19

nEa(n)
= 0. The first result then follows

from the Squeeze Theorem.

In the second case, note that from the invariance under permutations, we have that

Ẽp(n) = nEp(n) andẼa(n) = (n− k − 1)Ea(n). This produces the inequality

Ẽa(n)−nMB2(k, n) ≤ Ẽp(n) ≤ Ẽa(n)+nMB2(k, n), which we can divide through to produce:

1 −M
B2(k,n)
Ea(n)

(
n

n−k−1

)
≤ Ẽp(n)

Ẽp(n)
≤ 1 +M

B2(k,n)
Ea(n)

(
n

n−k−1

)
. The result then follows from the

Squeeze Theorem and our earlier observation thatM
B2(k,n)
Ea(n)

→ 0 asn→ ∞.

3. CURVATURE

The total curvature of a planar polygon is defined as the sum ofthe turning angles, and when we
sample under the symmetric measure, each turning angle has the same expectation. Combining this
with the fact that an expectation of a sum is the sum of the expectations (even for highly correlated
data), we see that the expectation of total curvature will ben times the expectation of a turning
angle. Since we know that the edge vectors for a polygonal chain in Armd(n) have direction
sampled uniformly from the sphereSd−1, it is easy to see that the turning angle has expected value
of π

2 . Using Theorem7, we see that|EPol2(n)(θ) − π
2 | ≤ πB2(2, n). Moreover, we know that a

closed polygon will have a higher expected turning angle than a polygonal arm. As such, we see
that we can bound the expectation of the total curvature of a closed planar polygon as:

0 ≤ Epol(κ)− n
π

2
≤ 2nπ

(
7

2n− 7
+

12(n − 3)

(n − 6)2

)

Of particular interest, we see from taking the limit of this inequality, that the expectation of total
curvature of planar polygons lies betweennπ

2 and31π + nπ
2 + O

(
n−1

)
. Of course we already

have a trivial upper bound ofnπ, but the bound we show is better, provided thatn > 69.

Even though it has already been shown in [4] that
EPol2(n)(κ)

EArm2(n)(κ)
→ 1, our corollary here shows

this not to be an artifact of total curvature, but of the proximity in distribution between pairs of
edges in open polygonal chains and pairs of edges in closed polygonal chains. Let us now look at
the variance of total curvature.
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Proposition 9. The variance of total curvature of a random polygon sampled under the symmetric
measure onPol2(n) is bounded by

M = π2
(
nB2(2, n) + 2nB2(3, n) + (n2 − 3n)B2(4, n)

)
− n2

(
πǫn + ǫ2n

)
,

whereen = EPol2(n)[θ1] − π
2 is surplus of the expectation of the turning angle of a polygon over

Pol2(n) over π
2 .

Corollary 10. The variance of total curvature of a random polygon sampled under the symmetric
measure onPol2(n) is bounded above by(nπ)2B2(4, n) ≃ 43nπ2.

Proof of Proposition.We know that the covariance of a pair can be computed as

Cov(θi, θj) = E[(θi − E[θi])(θj − E[θj ])] = E[θiθj]− E[θi]E[θj ]. We already have established
the bounds thatπ2 ≤ E(θ1) ≤ π

2 + πB2(2, n). For convenience, lettn = E(θ1) and define
ǫn = tn − π

2 , so thatǫn > 0 andǫn → 0 asn→ ∞.

We may partition the pairs(θi, θj) into three categories: (1)j ≡ i mod n, (2) j ≡ i±1 mod n,
and (3)j ≡ i ± k mod n for 1 < k < n

2 . By the symmetry of the measure, the covariance of any
pair will be the same as the covariance of any other pair from the same category. More, we see
that in each category, the covariance is the integral of an essentially bounded function determined
by a set of consecutive edges (a pair of edges in category 1, a triple of edges in category 2, and
quadruple of edges in category 3).

Recall then that the variance of a sum is equal to the sum of thecovariance of the pairs . This
tells us that the variance of total curvature may be partitioned into the sum:

V ar

(
n∑

i=1

θi

)
=

(
n∑

i=1

Cov(θi, θi)

)
+ 2

(
n∑

i=1

Cov(θi, θi+1)

)
+ 2

(
n−2∑

i=1

n−i∑

k=2

Cov(θi, θi+k)

)

(11)

= nCov(θ1, θ1) + 2nCov(θ1, θ2) + n(n− 3)Cov(θ1, θ3). (12)

By choosing to computeCov(θi, θj) = E[θiθj ]− E[θi]E[θj ], and recalling our definition that
tn = E[θi], we may express this as:

Var

(
n∑

i=1

θi

)
= n(E[θ21]− t2n) + 2n(E[θ1θ2]− t2n) + (n2 − 3n)(E[θ1θ3]− t2n) (13)

= nE[θ21] + 2nE[θ1θ2] + (n2 − 3n)E[θ1θ3]− (ntn)
2. (14)

We can computeE[θ21] as the integral of a scale-invariant function determined bya pair of
edges that is essentially bounded byπ2. This means that we may use Theorem7 to conclude that
|EPol2(n)[θ

2
1]−EArm2(n)[θ

2
1]| ≤ π2B2(2, n). A simple calculation shows thatEArm2(n)[θ

2
1] =

π2

4 ,
so we have thatEPol2(n)[θ

2
1] ≤ π2

(
B2(2, n) +

1
4

)
.
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Likewise, E[θ1θ2] and E[θ1θ3] are computed as the integral of scale-invariant functions
determined by three and four edges respectively. The independence of edge directions in
Arm2(n) tells us thatEArm2(n)[θ1θ2] = EArm2(n)[θ1]EArm2(n)[θ2] = π2

4 . So we see that
EPol2(n)[θ1]EPol2(n)[θ3] ≤ π2

(
B2(3, n) +

1
4

)
and

EPol2(n)[θ1]EPol2(n)[θ2] ≤ π2
(
B2(4, n) +

1
4

)
.

This allows us to place an upper bound on the variance of totalcurvature forPol2(n) as follows:

Var

(
n∑

i=1

θi

)
= nE[θ21] + 2nE[θ1θ2] + (n2 − 3n)E[θ1θ3]− (ntn)

2 (15)

≤ nπ2B2(2, n) + 2nπ2B2(3, n) + (n2 − 3n)π2B2(4, n) +
n2π2

4
− n2(

π

2
+ ǫn)

2

(16)

≤ π2
(
nB2(2, n) + 2nB2(3, n) + (n2 − 3n)B2(4, n)

)
− n2

(
πǫn + ǫ2n

)
(17)

≤ π2n2B2(4, n) (18)

Next, we claim that, as one would naturally suspect,B2(k, n) is increasing ink. Recall that

B2(k, n) = 2
(
(2n−k−4)(k+4)

(n−k−4)2 + 2k+3
2n−2k−3

)
. The second summand is clearly increasing, withk, as

the denominator is decreasing while the numerator is increasing. The first summand likewise has a
decreasing denominator, and the numerator,(2n− (k + 4))(k + 4) is quadratic ink with negative
concavity. Since the critical point of this quadratic occurs atk = n− 4 (which is also the largestk
for which the bound holds), we see that the numerator of the first summand is also increasing.

We can now establish a larger bound by replacingB2(2, n) andB2(3, n) with B2(3, n). We
then obtain an even larger bound by ignoring the−n(πǫn + ǫ2n).

Chebyshev’s inequality tells us that the probability of a polygon having total curvatureκ inside
the range of[ntn−λ

√
Var, ntn+λ

√
Var] is at least1− 1

λ2 . By the above corollary, we can extend

this to a slightly larger, but easier to work with interval byreplacing
√
Var with nπ

√
B2(4, n).

This interval is then[n
(
π
2 + ǫn − λπ

√
B2(4, n)

)
, n
(
π
2 + ǫn + λ

√
B2(4, n)

)
]. We know from

[4] that ǫn is asymptotic to 2
nπ . We also know from Proposition5 thatB2(4, n) is asymptotic to,

and less than,43n , so we see that, asymptotically,ǫn < B2(4, n). Since we only obtain useful

information whenλ > 1, this interval may be augmented to
[
nπ
(
π
2 − 7λ√

n

)
, nπ

(
π
2 + 2 7λ√

n

)]
.

Notice here, that the length of the interval is21π
√
n. So the length of this interval is growing at a

rate ofO(
√
n).

Of course we already have the trivial bounds that all planar polygons inPol2(n) will have total
curvature between2π andnπ, so let us first check that these bounds are better than that. By setting
λ =

√
2, we can say that at most12 of the polygons inPol2(n), lie outside our given bounds, and
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that the lower will be larger than2π whenn ≥ 48, while the upper will be smaller thannπ when
n ≥ 159. Past those marks, our bounds from variance become more useful than the trivial bounds.

Before moving on, we would like to point out that this analysis was intended merely as an
example, and is in fact adaptable for any essentially bounded k-edged locally defined function2.

4. THE SPATIAL CASE

To produce the spatial analogue to Theorem 4 and Theorem 7, wewill need an analogue to
Theorem 1. In [5], such an adaptation is left to the interested reader, as are many of the tools needed
along the way. So as not to interupt the flow, these details have been placed in the Appendix and
pick up with these new theorems:

Theorem 11. LetZ be the upper leftr× s block of a random matrixU which is uniform onU(n),
so that it has density given by Theorem34. Further, we have thatEZ = O ∈ Mr,s(C) and

Cov(Z) = n−1Ir ⊗ Is, so we shall takeX to be a random matrix with ther × s com-
plex multivariate Gaussian distribution with the same meanand covariace. Then, provided
that r + s + 2 < n, the variation distance betweenL (Z) and L (X) is bounded above by

B(r, s;n) := 2
((

1− r+s
n

)−t2 − 1
)

, wheret = min(r, s).

Theorem 12. Let f be an essentially boundedk-edged locally defined function. Then the expec-
tation of f overPol3(n) may be approximated by the expectation off overArm3(n) to within
MB3(k, n), whereM is a bound forf almost everywhere, and

B3(k, n) := B(k, 2;n) = 2

(
4k + 3

4n− 4k − 3
+

n4

(n− k − 2)4
− 1

)

Theorem 13. Let f be an essentially bounded,k-edged locally defined function. Then the expec-
tation of f overPol2(n) may be approximated by the expectation off overArm2(n) to within
MB2(k, n), whereM is a bound forf almost everywhere.

Corollary 14. Let q be an essentially bounded, locally measured quantity of a polygonal chain.
LetEp(n) stand for the expectation ofq overPol3(n), andEa(n) stand for the expectation ofq

overArm3(n). If nEa(n) → ∞, thenEp(n)
Ea(n)

→ 1.

Moreover, the expectation of the sum ofq over the polygon,̃Ep(n) and the expectation of the

sum ofq over the polygon,Ep(n) also satisfyẼp(n)

Ẽa(n)
→ 1 and Ep(n)

Ea(n)
→ 1.

2 For further example, the interested reader will be able to verify that the arguments leading to Proposition9 and
Corollary10 could be slightly adjusted to say that the variance of the sumof f over alln runs of consecutivek-edges
in a polygon is bounded by the quantity(nM)2B2(2k, n), whereM is a bound forf almost everywhere.
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Proof. The proofs of these mirror those given in for Theorem4, Theorem7 and Corollary8, where
we replaceV2(Rn) with V2(Cn), S2n with S4n, and our variation bounds from the shared, close-
proximity multivariate Gaussian, come from Theorem11 and Theorem3 respectively.

Looking at this bound, we see that, as with the planar case, itis limiting to 0 at a rate ofO(n).

Specifically, for any fixedk, we have lim
n→∞

nB3(k, n) = 10k+
35

2
, and we additionally have again

find thatB3(k, n) is strictly less than the asymptotic, provided that the bound is useful (B2(k, n)
is greater than 2 fork > n

5 ). We again find that whenk = o(np) with 0 < p < 1, this is
limiting to 0, and that whenk = αn, B3(αn, n) is limiting to an understandable quantity, this time
2

1−α + 2
(1−α)4

− 2, which is greater than 1 forα > 0.08235533. In other words, provided that the

the number of edgesk is less than8% of n, we are able to say that the distributions ofk-edged
segments coming fromArm3(n) are close enough in total variation to those coming fromPol3(n)
to hope to apply our theorems.

5. TORSION

In [4], we can see that the integral to find the expected total curvature with respect to the
symmetric measure onPol3(n) is explicitly computed asE(κ; Pol3(n), νP ) =

π
2n + π

4
2n

2n−3 . Let
us now then attempt to solve the problem of finding bounds on the total torsion.

Definition 15. For a polygon inR3, we define the torsion angle (sometimes called the dihedral
angle) at an edgeei by the following procedure: Letpi be the plane which is normal toei at vi.
Project edgesei−1 andei+1 to pi alongvi to get a 2-edge planar polygonal arm inpi with middle
vertexvi. The torsion angle is then defined as the angle between these edges, with the convention
that we take its value in the range(−π, π].

Proposition 16. The distribution of the torsion angle for arms is the same as the distribution of
π − θ, whereθ is the polar angle in the spherical coordinates of the edges.

Proof. Write ei = (ri, θi, φi) in spherical coordinates. Rotate the configuration so thatei is on the
z-axis. If we then further rotate so thatei−1 has noy-component, we can see that the projections
to pi (the xy-plane) form a planar 2-edge arm that runs along the negativex-axis, then turns to
form an edge given in polar coordinates as(r̃i+1, θi+1). As such, the torsion angle of the rotated
configuration will be given byπ−θi+1. Since the distribution of arms is invariant under theSO(3)
action3 onR3, the result follows.

Proposition 17. The expectation of the torsion angle of a polygonal arm sampled under the sym-
metric measure onArm3(n) is 0.

3 This follows from theU(n)-invariance by taking an appropriate block diagonal matix.
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Proof. Similar to how we found the expectation of curvature, since we know that the symmetric
measure is expressible as a product measure onRn ×

(
S2
)n

, with the spherical measure on the
individual copies ofS2, we see that the distribution of the polar angles will be uniform on[0, 2π),
so the expectation ofπ − θ will be 0.

For polygons, we have an integral even more imposing than theone for planar polygon’s
curvature. So this is an excellent opportunity to use the total variation bound. Using The-
orem 12, we see that|E(τi) − 0| ≤ πB3(3, n). This give us bounds on total torsion of
−nπB3(3, n) ≤ E(τ) ≤ nπB3(3, n). This is limiting to the range of[−55.5π, 55.5π]. How-
ever, unlike total curvature, the expectation of total torsion overArm3(n) is 0 for anyn. As such,
lim
n→∞

nEArm3(n)(τ) = 0, so we may not apply Corollary14. Nonetheless, perhaps we may hope

to glean useful information by considering the variance.

Proposition 18. Whereτi is the torsion angle at edgeei of a polygon sampled under the symmetric
measure onArm3(n), we have thatCov(τi, τj) = δi,j

1
3π

2.

Proof. We can easily see from the independence of directions and ourearlier description of the
dihedral angle, that the covariance of any distinct pair of dihedral angles will be 0. So let us focus
onCov(τi, τi) where we have:

Cov(τi, τi) = Var(τi) (19)

=

∫

Arm3(n)
(τi − 0)2 dσ (20)

=
1

2π

∫ 2π

0
(π − θi)

2 dθi (21)

=
−1

6π
(π − θi)

3

∣∣∣∣
θi=2π

θi=0

(22)

=
1

6π
(2π3) (23)

=
1

3
π3. (24)

For an explicit example, notice that this means the varianceof total torsion for an open polygo-
nal arm isn

3π
2, which pairs with Chebyshev’s inequality to tell us that we should expect less than

one-third of all open polygonal arms to have total torsion with absolute value greater thanπ
√
n.

Proposition 19. Whereτi is the torsion angle at edgeei of a closed polygon sampled under the
symmetric measure onPol3(n), we have that the variance of total torsionτ =

∑n
i=1 τi is bounded

above byn3π
2 + n2π2B3(6, n).
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Proof. TheU(n) invariance will again suggest that we should partition the pairs of torsion angles
into: (A) (τi, τi), (B) (τi, τi±1), (C) (τi, τi±2) and (D) all others. Within these categories, those
in (A) have covariance equal toCovp(τ1, τ1), those in (B) will matchCovp(τ1, τ2), those in (C)
will matchCovp(τ1, τ3) and those in (D) will matchCovp(τ1, τ4). Breaking the variance apart, we
have:

Var

(
n∑

i=1

τi

)
=

n∑

i=1

n∑

j=1

Covp(τi, τj) (25)

= nCovp(τ1, τ1) + 2nCovp(τ1, τ2) + 2nCovp(τ1, τ3) + (n2 − 5n)Covp(τ1, τ4)
(26)

= nEp(τ
2
1 ) + 2nEp(τ1τ2) + 2nEp(τ1τ3) + (n2 − 5n)Ep(τ1τ4)− n2E[τ1]

2.

(27)

Here, we see that bothEp(τ1) andEp(τ
2
1 ) are obtained as the integral of an essentially bounded

3-edge locally determined function, and similarly we need 4 edges forEp(τ1τ2), 5 for Ep(τ1τ3)
and 6 forEp(τ1τ4). We have seen that, over arms,E(τi, τj) = δi,j

1
3π

2, so we may bound
Ep(τ

2
1 ) ≤ 1

3π
2 + π2B3(6, n), andEp(τiτj) ≤ 0 + B3(6, n) for i < j, by using the fact

that, for fixedn, B3(k, n) is an increasing function ofk. To see this fact, recall that we have

B3(k, n) = 2
(

4k+3
4n−4k−3 +

n4

(n−k−3)4 − 1
)
,written as the sum of three quantities, only the first two

of which depend onk. In the sum, the first summand has an increasing numerator anddecreasing
denominator ask increases, while the second has constant numerator and decreasing denominator.
This shows us thatB3(k, n) is increasing ink (within its domain). This leaves us with:

Var

(
n∑

i=1

τi

)
= nEp(τ

2
1 ) + 2nEp(τ1τ2) + 2nEp(τ1τ3) + (n2 − 5n)Ep(τ1τ4)− n2E[τ1]

2 (28)

≤ n

3
π2 + n2π2B3(6, n)− n2Ep[τ

2
1 ] (29)

≤ n

3
π2 + n2π2B3(6, n) (30)

This bound is asymptotically bounded by86π2n. At the moment, all we can say using only
Chebyshev’s Inequality and our earlier observation about the bounds on expected total torsion, is
that, for largen, we expect that at least

(
1− 1

λ2

)
100% of polygons inPol3(n) have total torsion in

the range of±π
(
55.5 + λ

√
86n

)
. While not seemingly very impressive, it is better than the trivial

bounds on total torsion in the case ofλ =
√
2 for n > 272. That being said, we unfortunately

find thatπ2n2B3(6, n) > 55.5π for n > 8, which makes this bound simply too high to be used
profitably with Chebyshev’s Inequality.
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6. FUTURE DIRECTIONS

From looking at the distribution function for sub-arms ([1]and [4]), it is clear that many expec-
tations are significantly easier to explicitly compute forArmd(n) opposed toPold(n). Addition-
ally, in some of these theorems (e.g. Theorem 11), the sharpness of the bounds listed is unknown.
In particular, a number of numerical experiments hint that it is the case that there may indeed be
room for some improvement, so this is definitely a topic for further investigation.
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A. TECHNICAL PROOFS

Throughout this section we will letL (∗) denote “the law of∗,” as is the convention in many of
the references.

Definition 20. Given a subspaceM of Cn, the compact subgroupUn(M) ⊂ U(n) is defined by
Un(M) = {g ∈ U(n)|gx = x for all x ∈M}.

Definition 21. SinceUn(M) is compact, we may pushforward the Haar measure onU(n) to
Un(M) and then normalize this pushforward to produce a measureνM onUn(M).

Definition 22. We say thatU is uniform onUn(M) if it is a random element with lawνM .

Definition 23. LetP be the orthogonal projection onto them-dimensional subspaceM ⊂ Cn and
setQ = I − P to be the orthogonal projection ontoM⊥. Let r be no larger thann −m and letα
be a complex matrix of sizer × n. DefineA(M,α) = αQα∗. Further, sinceQ is Hermitian, we
see thatA(M,α) will be Hermitian. The Spectral Theorem then tells us that there exists a unitary
matrixUA and a real diagonal matrixD such thatA(M,α) = U∗DU . SinceA(M,α) is positive
semi-definite, we know that all elements ofD are non-negative, so it makes since to define the
matrixD1/2 to be the matrix whose(i, j)−entry is the non-negative square root of the(i, j)−entry
of D. We then defineA1/2(M,α) := U∗D1/2U . In particular, note that

A1/2(M,α)A1/2(M,α) = U∗D1/2UU∗D1/2U = U∗D1/2ID1/2U = U∗DU = A.

Lemma 24. Fix anm-dimensional subspaceM ⊂ Cn, and letP be the projection matrix forM .
Let U be uniformly distributed onU(n − m) and letZ be the upper leftr × s corner block of
U . Letα be anr × n complex matrix and letβ be ans × n complex matrix, wherer and s are
no larger thann −m. For A = A(M,α), B = A(M,β), and the variateV = αUβ∗, we have
L (V ) = L (A1/2ZB1/2 + αPβ∗).

Proof. First, notice that for anym-dimensional subspaceM , and anyΓ ∈ U(n), the subgroup
Un(ΓM) = {g ∈ U(n) : gx = x for all x ∈ ΓM}, is equal to the subgroupΓUn(M)Γ∗. To see
this, note that ifg ∈ Un(M) andx ∈ ΓM , then there is a uniquey ∈ M so thatx = Γy. Then
(ΓgΓ∗)x = (Γg)y = Γy = x, soΓgΓ∗ ∈ Un(ΓM). Further, ifh ∈ Un(ΓM), andy ∈ M , then
hΓy = Γy. Multiplying on the left byΓ∗ then shows us thatΓ∗hΓy = y, soΓ∗hΓ ∈ Un(M). This
then tells us thath ∈ ΓUn(M)Γ∗. Together, these give us the relationships that

ΓUn(M)Γ∗ ⊆ Un(ΓM) ⊆ ΓUn(M)Γ∗ as desired.

Next, sinceUn(ΓM) = ΓUn(M)Γ∗, it suffices to establish the lemma in the case where
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M =M0 =

{
~z ∈ Cn : ~z =

[
~x
~0

]
, ~x ∈ Cm

}
. ForM0, it is clear that

Un(M0) =

{
g ∈ On : g =

[
Im O

O h

]
, h ∈ U(n−m)

}
. Hence, ifU is uniform onU(n − m),

thenU0 =

[
Im O

O U

]
is uniform onUn(M0).

SetP0 =

[
Im O

O O

]
, the orthogonal projection ontoM0, and setQ0 = I − P0 =

[
O O

O In−m

]
.

We can writeQ0 = C0C
∗
0 , whereC0 is then×(n−m) matrix

[
O

In−m

]
. Then for anyV = αU0β

∗,

we have that

V = αInU0Inβ
∗ (31)

= α(P0 +Q0)U0(P0 +Q0)β
∗ (32)

= α(P0U0 +Q0U0)(P0 +Q0)β
∗ (33)

= α(P0U0P0 +Q0U0P0 + P0U0Q0 +Q0U0Q0)β
∗ (34)

= α(P0P0U0 +Q0P0U0 + U0P0Q0 +Q0U0Q0)β
∗ (35)

= α(P0 +OU0 + U0O +Q0U0Q0)β
∗ (36)

= α(P0 +Q0U0Q0)β
∗ (37)

= αP0β
∗ + αQ0U0Q0β

∗. (38)

In 31 we use the identity thatU0 = InU0In and in 32 the identity thatIn = P0+Q0. Lines 33 and
34 follow from the distributive property. Line 35 comes fromthe identity that

P0U0 = U0P0 = P0. Line 36 follows from the identity thatP0Q0 = Q0P0 = O. We have then that
V = αQ0U0Q0β

∗ + αP0β
∗ = αC0C

∗
0U0C0C

∗
0β

∗ + αP0β
∗ = γUδ∗ + αP0β

∗, whereγ = αC0

andδ = βC0 and we have used the fact thatC∗
0U0C0 = C∗

0

[
O

U

]
= U . Now notice that we have

A0 = γγ∗ = αQ0α
∗ = A(M0, α), andB0 = δδ∗ = βQ0β

∗ = A(M0, β). This allows us to

write γ andδ in their polar decompositions [9], asγ = A
1/2
0

[
Ir O

]
ψ1, andδ = B

1/2
0

[
Is O

]
ψ2,

whereψ1, ψ2 ∈ U(n −m). Recalling thatU is uniform onU(n −m), and is thus sampled from
the Haar measure, we see thatL (U) = L (ψ1Uψ

∗
2) which gives us:
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L (V ) = L (αQ0U0Q0β
∗ + αP0β

∗) (39)

= L

(
A

1/2
0

[
Ir O

]
ψ1Uψ

∗
2

[
Is
O

]
B

1/2
0 + αP0β

∗
)

(40)

= L

(
(A

1/2
0

[
Ir O

]
U

[
Is
O

]
B

1/2
0 + αP0β

∗
)

(41)

= L (A
1/2
0 ZB

1/2
0 + αP0β

∗) (42)

WhereZ =
[
Ir O

]
U

[
Is
O

]
is ther × s upper left block ofU , as desired.

We may view the Stiefel manifoldVq(Cn) as the set of alln×q complex matricesA that satisfy

A∗A = Iq. Further, it is well known that ifΓ is uniform onU(n) thenΓ1 = Γ

[
Iq
O

]
, is uniform on

Vq(C
n).

Definition 25. For a compact groupG acting on a measurable spaceY , a functionτ : Y → Z

is called a maximal invariant function underG if: (1) τ(gy) = τ(y) for all y ∈ Y andg ∈ G and
(2) for any pair of pointsy1, y2 ∈ Y such thatτ(y1) = τ(y2), there exists someg ∈ Y such that
gy1 = y2.

Proposition 26 (From [8]). Suppose thatG is a compact group that acts on a measurable space
Y . Let τ : Y → Z be a maximal invariant function, and fori = 1, 2, let Zi = τ(Yi) for two
G-invariant distributionsPi = L (Yi). If L (Z1) = L (Z2), thenP1 = P2.

Next, forq ≤ p, partitionΓ1 =

[
∆
Ψ

]
, where∆ is p× q andΨ is (n − p)× q. Additionally, let

Lq,n be the space of alln× q complex matrices of rankq, and note thatVq(Cn) ( Lq,n.

Proposition 27. SupposeX ∈ Lq,n has a leftU(n)-invariant distribution. Letφ : Lq,n → Vq(C
n)

satisfyφ(gx) = gφ(x) for all x ∈ Lq,n and g ∈ U(n), which is to say thatφ is an equivariant
map. ThenL (φ(X)) = L (Γ1). In other words, the image of any invariant distribution under an
equivariant map is the Haar measure onVq(Cn).

Proof. From the uniqueness of the uniform distribution onVq(Cn), it suffices to show that
L (gφ(X)) = L (φ(X)) for g ∈ U(n).We have from assumption onφ that

L (gφ(X)) = L (φ(gX)) and from leftU(n)-invariance thatL (φ(gX)) = L (φ(X))

Notice here that a particular suchφ is given byφ(x) = x(x∗x)−1/2, (the unitary matrix of the
polar decomposition of the matrixx, as seen in Lemma 2.1 of [11]), as we have that

φ(gx) = gx((gx)∗gx)−1/2 = gx(x∗g∗gx)−1/2 = gx(x∗x)−1/2.
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Proposition 28. LetX ∈ Lq,n and partition it intoX =

[
Y

Z

]
, Y : p × q, Z : (n − p) × q. Then

L (∆) = L (Y (Y ∗Y + Z∗Z)−1/2), where again∆ is the topp× q block ofΓ1.

Proof. We have then, thatX∗X =
[
Y ∗ Z∗]

[
Y

Z

]
= Y ∗Y + Z∗Z, so the matrix

Y (Y ∗Y + Z∗Z)−1/2 is the upperp × q block ofX(X∗X)−1/2. The result then follows from the
previous proposition.

Proposition 29. LetU ∈ Lp,n and partition it intoU =

[
V

W

]
, V : q × p,W : (n − q) × p. Then

L (∆∗) = L (V (V ∗V +W ∗W )−1/2) andL (∆) = L ((V ∗V +W ∗W )−1/2V ∗).

Proof. By mirroring the previous proof, we see thatL (∆∗) = L (V (V ∗V +W ∗W )−1/2). Since
V ∗V +W ∗W is Hermitian, so too is its square root. This tells us that

(V (V ∗V +W ∗W )−1/2)∗ = (V ∗V +W ∗W )−1/2)V ∗, so we can conclude that

L (∆) = L ((V ∗V +W ∗W )−1/2V ∗).

We now have the tools needed to find explicitly the density of these distributions. First, we will
define the densities we will be using:

Definition 30 (From [10]). For a matrix distributionY , whosen rows are independent and identi-
cally distributedp-variate complex Gaussian random variables with covariance matrixΣ. Then the
distribution ofY ∗Y =

∑n
k=1 YiY

∗
i , has the probability density function given by:

pW (A) =
det(A)n−p

π
1
2
p(p−1)Γ(n) · · ·Γ(n− p+ 1) det(Σ)n

e− tr(Σ−1A),

defined on the set of Hermitian positive semi-definitep× p matrices. This distribution is known as
the Complex Wishart distribution and we will denote it asC W (p, n,Σ)

Next, we point out that in [7] matrices with the above distribution are said to have the complex
matrix variate gamma distributionC G p(n,Σ).

Definition 31 (From [7]). For A ∼ C Gm(a, Im) = C W (m,a, Im) andB ∼ C Gm(b, Im) =
C W (m, b, Im), define the complex matrix variate beta type I distribution as either of

(1) U = (A+B)−1/2A((A+B)−1/2)) (43)

(2) V = A1/2(A+B)−1(A1/2). (44)
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Further, the density function of this distribution, denoted asC BI m(U ; a, b), is given by:

pB(M) =
CΓm(a+ b)

CΓm(a)CΓm(b)
det(M)a−m det(Im −M)b−m,

defined on the set ofm ×m Hermitian positive semi-definite matricesM , whereCΓm(a) stands
for πm(m−1)/2

∏m
j=1 Γ(a− j + 1).

Proposition 32. L (∆∗∆) = C BI q(p, n − p) and L (∆∆∗) = C BI p(q, n − q). Further,
L (∆∗∆) has a density given by:

p(∆∗∆) =
CΓq(n)

CΓq(p)CΓq(n− p)
det(∆∗∆)p−q det(Iq −∆∗∆)n−p−q

Proof. LetX be distributed asN(0, In ⊗ Iq), and be partitioned asX =

[
Y

Z

]
.

From our definition of the Complex Wishart distribution,

L (Y ∗Y ) = C W (q, p, Iq) = C G q(p, Iq) andL (Z∗Z) = C W (q, n − p, Iq) = C G q(n − p, Iq).
Next, we see from Proposition29 that

L (∆∆∗) = L (((Y ∗Y +Z∗Z)−1/2)Y ∗Y (Y ∗Y +Z∗Z)−1/2). Finally, from the definition of the
complex matrix variate beta type I distribution, since thisis in the form

U = (A+B)−1/2A((A+B)−1/2)) forA = Y ∗Y ∼ C G q(p, Iq) andB = Z∗Z ∼ C G q(n−p, Iq),
we see that

∆∆∗ has a distribution of typeC BI p(q, n− q). Likewise, we see that∆∗∆ ∼ CBI q(p, n−p)
and a density function given by:

p(∆∗∆) =
CΓq(p + n− p)

CΓq(p)CΓq(n− p)
det(∆∗∆)p−q det(Iq −∆∗∆)n−p−q (45)

=
CΓq(n)

CΓq(p)CΓq(n− p)
det(∆∗∆)p−q det(Iq −∆∗∆)n−p−q (46)

Theorem 33 (From [13]). For a complex matrixM of sizep × q, if the density ofM depends
only on the matrixB = M∗M , by a functionf(B), then the density ofB = M∗M is given by
f(B) det(B)p−qπq(p−(1/2)(q−1))

∏q
j=1 Γ(p − j + 1)

We know have the tools needed to determine the probability density function of∆:
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Theorem 34. For the the upperp× q block ofΓ1, called∆, the density of∆ is given by

f(∆) = c1|Iq −∆∗∆|n−p−q, wherec is the constant given by

c1 = πqp
q∏

j=1

(
Γ(n− j + 1)

Γ(n− p− j + 1)

)
.

Proof. It follows from the Proposition32 that∆∗∆ has a density given byC BI q(p, n−p). First,
we have that the distribution of∆ is invariant under the action ofU(p) given by left multiplication,
∆ → g∆, g ∈ U(p). Second, we have a maximal invariant given byτ(∆) = ∆∗∆. LetΨ be the
random matrix variate with density given byf . U(p) acts onΨ, and the density of the maximal
invariantτ(Ψ) is then calculated from Theorem33 as

h(Ψ∗Ψ) =
c1 det(Iq −Ψ∗Ψ)n−p−q det(Ψ∗Ψ)p−qπq(p−(1/2)(q−1))

∏q
j=1 Γ(p− j + 1)

(47)

= πqp
q∏

j=1

(
Γ(n− j + 1)

Γ(n− p− j + 1)

)
det(Iq −Ψ∗Ψ)n−p−q det(Ψ∗Ψ)p−qπq(p−(1/2)(q−1))

∏q
j=1 Γ(p− j + 1)

(48)

= π−q(q−1)/2
q∏

j=1

Γ(n− j + 1)

Γ(p− j + 1)Γ(n− p− j + 1)
det(Ψ∗Ψ)p−q det(Iq −Ψ∗Ψ)n−p−q,

(49)

This calculation shows thatL (Ψ∗Ψ) = C BI q(p, n − p), so we see thatL (Ψ∗Ψ) = L (∆∗∆).
Since we can see that the distribution ofΨ is invariant under the group action ofU(p), it follows
from Proposition26 thatL (Ψ) = L (∆). Hence,f must be the density of∆.

Theorem 11.LetZ be the upper leftr× s block of a random matrixU which is uniform onU(n),
so that it has density given by Theorem34. Further, we have thatEZ = O ∈ Mr,s(C) and

Cov(Z) = n−1Ir ⊗ Is, so we shall takeX to be a random matrix with ther × s com-
plex multivariate Gaussian distribution with the same meanand covariace. Then, provided
that r + s + 2 < n, the variation distance betweenL (Z) and L (X) is bounded above by

B(r, s;n) := 2
((

1− r+s
n

)−t2 − 1
)

, wheret = min(r, s).

Proof. SettingL (X) = P1 andL (Z) = P2, let us start with the case ofs ≤ r. The densityf1 of
P1 is given byf(x) = 1

πrs e
−tr(x∗x) [10]. The densityf2 of P2 is given in Theorem34. Since these

are functions ofx∗x andz∗z respectively, the variation distance is equal to the variation distance
between the distributions ofx∗x andz∗z. x∗x has, in accordance with the definition above, the



19

complex Wishart distributionCW
(
s, r, 1nIs

)
, and hence a density given by

f(v) =
det(v)r−s

π
1
2
s(s−1)Γ(r) · · ·Γ(r − s+ 1) det( 1nIs)

r
e− tr(( 1

n
Is)−1v) (50)

=
det(v)r−s

π
1
2
s(s−1)Γ(r) · · ·Γ(r − s+ 1)n−sr

e−n tr(v) (51)

= det(v)r−se−n tr(v)π−
1
2
s(s−1) nrs∏s

j=1 Γ(r − j + 1)
, (52)

defined on the set ofs × s Hermitian, positive-definite matrices. The density ofz∗z we have seen
in Proposition32 to be given by

g(v) =
CΓs(n)

CΓs(r)CΓs(n− r)
det(v)r−s det(Is − v)n−r−s (53)

=
det(v)r−s det(Is − v)n−r−sπ

1
2
s(s−1)∏s

j=1 Γ(n− j + 1)

(π
1
2
s(s−1)∏s

j=1 Γ(r − j + 1))(π
1
2
s(s−1)∏s

j=1 Γ(n− r − j + 1))
(54)

= det(v)r−s det(Is − v)n−r−sπ−
1
2
s(s−1)

s∏

j=1

Γ(n− j + 1)

Γ(r − j + 1)Γ(n − r − j + 1)
, (55)

defined on the set of matrices withv andI − v positive definite. By an alternate characterization
of total variation (seen in [5]), we see that the total variation distance is given by

δr,s,n :=
∫
|g(v)− f(v)|dv = 2

∫
E

(
g(v)
f(v) − 1

)
f(v)dv, whereE is the set ofs× s positive definite

matrices on whichg(v) > f(v). As we will be using it often, let us now simplify the expression
g(v)
f(v) :

g(v)

f(v)
=

det(v)r−s det(Is − v)n−r−sπ−
1
2
s(s−1)∏s

j=1
Γ(n−j+1)

Γ(r−j+1)Γ(n−r−j+1)

det(v)r−se−n tr(v)π−
1
2
s(s−1) nrs∏s

j=1 Γ(r−j+1)

(56)

=
det(Is − v)n−r−s

e−n tr(v)nrs

s∏

j=1

Γ(n− j + 1)

Γ(n− r − j + 1)
(57)

= det(Is − v)n−r−sen tr(v)
s∏

j=1

Γ(n− j + 1)

nrΓ(n− r − j + 1)
(58)

Hence, δr,s,n ≤ 2 supv∈E
(
g(v)
f(v) − 1

)
. Set Mr,s,n := supv∈E

(
g(v)
f(v) − 1

)
, so that

δr,s,n ≤ 2Mr,s,n. Differentiation shows that the maximum of
(

g(v)
f(v) − 1

)
is attained uniquely for

v = r+s
n Is:
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Let us first writeg(v)
f(v) = cdet(Is − v)n−r−sen tr(v), with c =

∏s
j=1

Γ(n−j+1)
nrΓ(n−r−j+1) independent

of v. Next, computing the derivative with respect tov, we will look at first at the partials from the
entries off the diagonal, and secondly at the entries of the diagonal.

Case 1: (i 6= j) In this case, we first note that∂∂vi,j
en tr(v) = 0, as the trace depends only on the

diagonal. This tells us that∂∂vi,j

g(v)
f(v) = cen tr(v) ∂

∂vi,j
(det(Is − v))n−r−s. Applying the Power Rule

and Chain Rule, we see that
∂

∂vi,j
(det(Is − v))n−r−s = (n− r− s)(det(Is − v))n−r−s−1 ∂

∂vi,j
det(Is − v). Next, we see from

2.1.1 of [12] that ∂
∂vi,j

det(Is−v) = det(Is−v) tr
(
(Is − v)−1 ∂

∂vi,j
(Is − v)

)
. Here, ∂

∂vi,j
(Is−v)

is a matrix whose only non-zero entry the(i, j)-entry, which is a -1. Hence, we see that that

tr
(
(Is − v)−1 ∂

∂vi,j
(Is − v)

)
is (j, i)-entry of−(Is−v)−1. Recall that for an invertible matrixM ,

M−1 = 1
det(M) adj(M) = 1

det(M) C(M)⊺, whereadj(M) is the adjoint matrix andC(M) is the

cofactor matrix (3.1.2 and 3.1.4 of [12]). Therefore, we seethat the(j, i)-entry of−(Is − v)−1 is
the(i, j)-entry of −1

det(Is−v) C(Is − v). We may then conclude that

∂
∂vi,j

g(v)
f(v) = −cen tr(v)(n − r − s)(det(Is − v))n−r−s−1 C(Is − v){i,j}. We can then see that

this will only be zero whenC(Is − v){i,j} is zero, as the first three terms are all positive, and the
determinant term is non-zero asg(v) is only defined on the set of matrices with bothv andIs − v

positive definite.

Case 2: (i = j). We first apply the Product Rule to see that

∂

∂vi,i

g(v)

f(v)
= c

(
en tr(v)

(
∂

∂vi,i
(det(Is − v))n−r−s

)
+ (det(Is − v))n−r−s

(
∂

∂vi,i
en tr(v)

))
.

We have already computed the partial derivative of the powerof the determinant. In the second
term, we see from a quick application of the chain rule that∂

∂vi,i
en tr(v) = nen tr(v). We may then

conclude that

∂

∂vi,i

g(v)

f(v)
= cen tr(v)(det(Is − v))n−r−s−1

(
−(n− r − s)C(Is − v){i,i} + n det(Is − v)

)
.

This will be zero only whenn det(Is − v) = (n− r − s)C(Is − v){i,i}.

We have now classified the critical point ofg(v)
f(v) to be any matrixv for which the(i, j) cofactor

of (Is − v) is given by the equation n
n−r−s det(Is − v)δi,j , whereδi,j is the Kronecker delta.

We have already seen how to express the inverse of a matrix in terms of the determinant and the
cofactor matrix, so since we know all of the cofactors ofIs − v, we know the inverse ofIs − v.
Specifically,

[
(Is − v)−1

i,j

]
= 1

det(Is−v)

[
n

n−r−s det(Is − v)δj,i
]
. Observe that the matrix on the

right-hand side of the equation is simply the identity matrix scaled by n
n−r−s . Inverting both sides

producesIs − v = n−r−s
n Is, so we see thatv =

(
1− n−r−s

n

)
Is =

r+s
n Is.
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Now that we see that this is the only critical point, we will show that it produces a maximum.
All of the following properties are given in [2]. First, recall that a critical point of a concave
function must be a maximum. Second, note that ifφ(x) is convex, then so too areαφ(x), φ(x+ t),
andφ(Ax) for anyα > 0, t ∈ RM , andM ×M matrixA and−φ(x) is concave. Fourth, we know
that the sum, product, and composition of convex functions are convex. From this last property,
we see that a concave function pre-composed with a convex function is concave and the product
of a convex function and a concave function is concave. Usingthese properties, it is easy to see
that the trace of a matrix is convex, as it is the sum of the projections to the the diagonal elements.
Likewise, from the fact thatd

2

d2x
eαx = α2eαx, we know thateαx is convex, showing thatcen tr(v) is

convex. Now, we need only show thatdet(v) is concave to show the concavity off(v)
g(v) − 1, which

is given as Example 3.39 of [2].

Hence, we know that

Mr,s,n + 1 =
g((r + s)n−1Is)

f((r + s)n−1Is)
(59)

= det(Is − (r + s)n−1Is)
n−r−sen tr((r+s)n−1Is)

s∏

j=1

Γ(n− j + 1)

nrΓ(n− r − j + 1)
(60)

= det

((
1− r + s

n

)
Is

)n−r−s

ens(
r+s
n

)
s∏

j=1

Γ(n− j + 1)

nrΓ(n− r − j + 1)
(61)

=

(
1− r + s

n

)s(n−r−s)

es(r+s)
s∏

j=1

Γ(n− j + 1)

nrΓ(n− r − j + 1)
(62)

=
s∏

j=1

(
Γ(n− j + 1)

nrΓ(n− r − j + 1)

(
1− r + s

n

)n−r−s

er+s

)
(63)

We would now like to write this in terms of logarithms. To do this, we first observe that

−n
∫ t

0
ln(1− x) dx = −n ((x− 1) ln(1− x)− x)x=t

x=0 (64)

= −n((t− 1) ln(1− t)− t) (65)

= nt+ (n− nt) ln(1− t). (66)

Settingt = r+s
n gives us−n

∫ r+s
n

0
ln(1− x) dx = (r + s) + (n − r − s) ln

(
1− r + s

n

)
. Next,

set

Aj = ln

(
Γ(n− j + 1)

nrΓ(n− r − j + 1)

)
− n

∫ (r+s)/n

0
ln(1− x)dx+ ln

(
1− r + s

n

)
,
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we can writeMr,s,n + 1 =
∏s

j=1 e
Aj . Now let us writeAj in a more pliable form by noting that

ln

(
Γ(n− j + 1)

nrΓ(n− r − j + 1)

)
= ln(Γ(n− j + 1))− ln(Γ(n− r − j + 1))− ln(nr) (67)

=

(
n−j∑

i=1

ln(i)

)
−
(

n−r−j∑

i=1

ln(i)

)
−
(

r∑

i=1

ln(n)

)
(68)

=




n−j∑

i=n−j−r+1

ln(i)


−

(
r∑

i=1

ln(n)

)
(69)

=

(
r∑

k=1

ln(n − j − k + 1)

)
−
(

r∑

i=1

ln(n)

)
(70)

=

r∑

i=1

ln

(
n− j − i+ 1

n

)
(71)

=

r∑

i=1

ln

(
1− j + i− 1

n

)
. (72)

In line 3.10, we have used the fact that forx ∈ N, Γ(x) =
∏x−1

i=1 i. In line 3.12, we introduce
the change of indicesk = (n − j + 1) − i, which ranges from 1 wheni = n − j to r when
i = n− j − r + 1.

This lets us simplifyAj into the form:

Aj =

(
r∑

i=1

ln

(
1− j + i− 1

n

))
− n

∫ (r+s)/n

0
ln(1− x)dx+ ln

(
1− r + s

n

)
.

Writing Aj in this way as sum of three quantities, it is easy to see thatAj ≤ A1 for all
j = 1, 2, . . . , s: Only the first depends onj, and asj increases,1 − j+i−1

n is decreasing, so

thatln
(
1− j+i−1

n

)
is decreasing. This allows us to to boundMr,s,n + 1 ≤ ∏s

j=1 e
A1 = esA1.

Next, we claim that− ln(1 − x) is an increasing convex function on[0, 1). To see this, first,
we note that the first derivative,11−x , is strictly positive for allx ∈ [0, 1), while the second
derivative, −1

(1−x)2 , is strictly negative. Next, recall that the graph of a convex function h(x)
on any interval[a, b] lies below the graph of the secant line from(a, f(a)) to (b, f(b)). Let
l[a,b](x) = ln(1−a)−ln(1−b)

b−a (x − a) − ln(1 − a) be the function whose graph is the secant line
of − ln(1 − x) from (a,− ln(1 − a)) to (b,− ln(1 − b)). We then have the inequality that
0 ≤ − ln(1− x) ≤ l[a,b](x) for any0 ≤ a < x < b < 1. In particular, monotonicity of integration

tells us then that0 ≤ −
∫ b
a log(1− x)dx ≤

∫ b
a l[a,b](x)dx = b−a

2 (− ln(1− b)− ln(1− a)).

Settinga = i−1
n andb = i

n , we then have that
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−n
∫ i/n
(i−1)/n log(1− x)dx ≤ 1

2

(
− log(1 − i

n)− log(1− i−1
n )
)
. Which we can write as

1
2 log(1 − i

n) ≤ n
∫ i/n
(i−1)/n log(1 − x)dx − 1

2 log(1 − i−1
n ). We now have the tools to boundA1

nicely:

A1 =

(
r∑

i=1

ln

(
1− i

n

))
− n

∫ (r+s)/n

0
ln(1− x)dx+ ln

(
1− r + s

n

)
(73)

=

(
2

r∑

i=1

1

2
ln

(
1− i

n

))
− n

∫ (r+s)/n

0
ln(1− x)dx+ ln

(
1− r + s

n

)
(74)

≤
(

r∑

i=1

1

2
ln

(
1− i

n

))
+

(
r∑

i=1

n

∫ i/n

(i−1)/n
ln(1− x)dx− 1

2
ln

(
1− i− 1

n

))
(75)

− n

∫ (r+s)/n

0
ln(1− x)dx+ ln

(
1− r + s

n

)
(76)

=

(
r∑

i=1

1

2
ln

(
1− i

n

)
− 1

2
ln

(
1− i− 1

n

))
+

(
r∑

i=1

n

∫ i/n

(i−1)/n
ln(1− x)dx

)
(77)

− n

∫ (r+s)/n

0
ln(1− x)dx+ ln

(
1− r + s

n

)
(78)

=
1

2
ln
(
1− r

n

)
− n

∫ (r+s)/n

r/n
ln(1− x)dx+ ln

(
1− r + s

n

)
(79)

≤ 1

2
ln
(
1− r

n

)
− s+ 1

2

(
ln
(
1− r

n

)
+ ln

(
1− r + s

n

))
+ ln

(
1− r + s

n

)
(80)

= −s
2
ln
(
1− r

n

)
− s− 1

2
ln

(
1− r + s

n

)
(81)

≤ −
(
s

2
+
s− 1

2

)
ln

(
1− r + s

n

)
(82)

≤ −s ln
(
1− r + s

n

)
(83)

In lines 75-76, we have applied the bound we obtained form theconvexity argument to one of
the sums of12 ln

(
1− i

n

)
. In lines 77-78, we combine the sums of the logarithms, in preparation to

evaluate the single telescoping sum in lines 79. In lines 80,we use again the convexity argument to
bound the integral by the sum of two logarithms before collecting terms in 81. In line 82, we use
the fact that− ln(1 − x) is increasing. Finally, in line 83, since− ln

(
1− r+s

n

)
> 0, we use the

slightly simpler upper bound for
(
s− 1

2

)
.

We then have thatMr,s,n + 1 ≤ e−s2 ln(1−(r+s)/n) =
(
1− r+s

n

)−s2
. Hence, we have that
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δr,s,n ≤ 2
((

1− r+s
n

)−s2 − 1
)

. To finish the proof, in the case thatr ≤ s, we repeat these

arguments with their roles reversed. This brings us to the promised form:

δr,s,n ≤ 2
((

1− r+s
n

)−(min(r,s)2) − 1
)
= B(r, s;n).
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